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ABSTRACT: In this paper, we introduce k-Heronian mean labeling and investigate k-Heronian mean labeling of Path, 
;	ࡷ⊙ࡼ ≤  ≤  and Ladder.   
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I. INTRODUCTION 
 
In this paper, all graphs are finite, undirected and simple graphs.  Terms not defined here are used in the sense of 
Harary [2].  Graph labeling is first introduced by Rosa in 1967.  The concept of mean labeling was introduced and 
studied by S. Somasundaram and R.Ponraj [5]. The concept of Heronian mean labeling was introduced and studied by 
S. S. Sandhaya and others [3] [4].  Here we investigate k – Heronian mean labeling of Path, ࡷ⊙ࡼ	; ≤  ≤ , 
and Ladder.  For brevity, we use k-HML for k-Heronian mean labeling and k is any positive integer. 
 

II. MAIN RESULTS 
 

Definition 2.1: 
A graph G=(V,E) with p vertices and q edges is said to be a k-Heronian Mean graph if it is possible to label the 
vertices ࢞ ∈  is labeled ܞܝ=܍ from k, k+1, k+2,…,k+q in such a way that when each edge (ܠ) with distinct labels ࢂ

with, (ࢋ)∗ࢌ = ቔ(࢛)ࢌశ(࢜)ࢌశඥ(࢜)ࢌ(࢛)ࢌ
 ቕ 	࢘	 (࢛)ࢌା(࢜)ࢌାඥ(࢜)ࢌ(࢛)ࢌ


	ඈ, then the resulting edge labels are distinct. In this case  is 

called a k-Heronian Mean labeling of G.  
 
Theorem 2.2:  
Any path  Pn is a k-Heronian mean graph, for all ݊ ≥ 2. 
Proof: 
Let ܸ( ܲ) = ;ݑ} 1 ≤ ݅ ≤ ݊} and ܧ( ܲ) = {݁ = ݑ) ;(ାଵݑ, 1 ≤ ݅ ≤ ݊ − 1} be the vertices and edges of ܲ 
respectively. 
Define ݂:ܸ( ܲ) → {݇, ݇ + 1,݇ + 2, … ,݇ + ݊ − 1} by 
(ݑ)݂ = ݇ + ݅ − 1; 		1 ≤ ݅ ≤ ݊. 
Now the induced edge labels are 
݂∗(݁) = ݇ + ݅ − 1; 	1 ≤ ݅ ≤ ݊ − 1. 
Here p = n and q = n-1. 
Clearly, f is k-Heronian mean labeling of ܲ. 
Hence ܲ is a k-Heronian mean graph, for all ݊ ≥ 2. 
 
 

http://www.ijirset.com


 
 

                       
 
                        ISSN(Online): 2319-8753 
           ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijirset.com  

Vol. 6, Issue 9, September 2017 
 

Copyright to IJIRSET                                                         DOI:10.15680/IJIRSET.2017.0609027                                             18020 

    

Example 2.3: 
50-Heronian mean labeling of ହܲ is given in the figure 2.1: 

 

 
Theorem 2.3: 
Any comb, ܲ ݊  is a k-Heronian mean graph, for all	ଵܭ⊙ ≥ 2. 
Proof: 
Let ܸ( ܲ (	ଵܭ⊙ = ݑ} ;ݒ, 1 ≤ ݅ ≤ ݊} and ܧ( ܲ (	ଵܭ⊙ = {݁ = ݑ) ;(ାଵݑ, 1 ≤ ݅ ≤ ݊ − 1} ∪ 
{݁ᇱ = ݑ) ;(ݒ, 1 ≤ ݅ ≤ ݊} be the vertices and edges of ܲ  .respectively	ଵܭ⊙
Define ݂:ܸ( ܲ (	ଵܭ⊙ → {݇,݇ + 1, ݇ + 2, … ,݇ + 2݊ − 1} by 
(ݑ)݂ = ݇ + 2݅ − 2; 		1 ≤ ݅ ≤ ݊, 
(ݒ)݂ = ݇ + 2݅ − 1; 		1 ≤ ݅ ≤ ݊. 
Now the induced edge labels are 
݂∗(݁) = ݇ + 2݅ − 2; 	1 ≤ ݅ ≤ ݊, 
݂∗(݁ᇱ) = ݇ + 2݅ − 1; 		1 ≤ ݅ ≤ ݊ − 1. 
Here p = 2n and q = 2n-1. 
Clearly, f is k-Heronian mean labeling of ܲ  .	ଵܭ⊙
Hence ܲ ݊  is a k-Heronian mean graph, for all	ଵܭ⊙ ≥ 2. 
 
Example 2.4: 
75-Heronian mean labeling of ହܲ  : is given in the figure 2.2	ଵܭ⊙
 

 
 
Theorem 2.5 
The graph ܲ ⊙ ݊  is a k-Heronian mean graph, for all	ଵܭ2 ≥ 2. 
Proof: 
Let ܸ( ܲ ⊙ (	ଵܭ2 = ݑ} ݒ, ;ݓ, 1 ≤ ݅ ≤ ݊} and ܧ( ܲ ⊙ (	ଵܭ2 = {݁ = ݑ) ;(ାଵݑ, 1 ≤ ݅ ≤ ݊ − 1} ∪ 
{݁ᇱ = ݑ) ;(ݒ, 1 ≤ ݅ ≤ ݊} ∪ {݁ᇱᇱ = ݑ) ;(ݓ, 1 ≤ ݅ ≤ ݊} be the vertices and edges of ܲ ⊙  .respectively	ଵܭ2
Define ݂:ܸ( ܲ ⊙ (	ଵܭ2 → {݇,݇ + 1, ݇ + 2, … ,݇ + 3݊ − 1} by 
(ݑ)݂ = ݇ + 3݅ − 2; 		1 ≤ ݅ ≤ ݊, 
(ݒ)݂ = ݇ + 3݅ − 3; 		1 ≤ ݅ ≤ ݊, 
(ݓ)݂ = ݇ + 3݅ − 1; 		1 ≤ ݅ ≤ ݊. 
Now the induced edge labels are 
݂∗(݁) = ݇ + 3݅ − 1; 	1 ≤ ݅ ≤ ݊ − 1, 
݂∗(݁ᇱ) = ݇ + 3݅ − 3; 		1 ≤ ݅ ≤ ݊, 

Figure 2.2: 75-HML of ࡼ⊙ࡷ	 
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Figure 2.1: 50-HML of ࡼ 
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݂∗(݁ᇱᇱ) = ݇ + 3݅ − 2; 		1 ≤ ݅ ≤ ݊. 
Here p = 3n and q = 3n-1. 
Clearly, f is k-Heronian mean labeling of ܲ ⊙  .	ଵܭ2
Hence ܲ ⊙ ݊  is a k-Heronian mean graph, for all	ଵܭ2 ≥ 2. 
 
Example 2.6: 
225-Heronian mean labeling of ଷܲ ⊙  : is given in the figure 2.3	ଵܭ2
 

 
Theorem 2.7: 
The graph ܲ ⊙ ݊  is a k-Heronian mean graph, for all	ଵܭ3 ≥ 2. 
Proof: 
Let ܸ( ܲ ⊙ (	ଵܭ3 = ݑ} ݒ, ݓ, ;ݔ, 1 ≤ ݅ ≤ ݊} and ܧ( ܲ ⊙ (	ଵܭ3 = {݁ = ݑ) ;(ାଵݑ, 1 ≤ ݅ ≤ ݊ − 1} ∪ 
{݁ᇱ = ݑ) ;(ݒ, 1 ≤ ݅ ≤ ݊} ∪ {݁ᇱᇱ = ݑ) ;(ݓ, 1 ≤ ݅ ≤ ݊} ∪ {݁ᇱᇱᇱ = ݑ) ;(ݔ, 1 ≤ ݅ ≤ ݊} be the vertices and edges of 
ܲ ⊙  .respectively	ଵܭ3

Define ݂:ܸ( ܲ ⊙ (	ଵܭ3 → {݇,݇ + 1, ݇ + 2, … ,݇ + 4݊ − 1} by 
(ݑ)݂ = ݇ + 4݅ − 3; 		1 ≤ ݅ ≤ ݊, 
(ݒ)݂ = ݇ + 4݅ − 4; 		1 ≤ ݅ ≤ ݊, 
(ݓ)݂ = ݇ + 4݅ − 3; 		1 ≤ ݅ ≤ ݊, 
(ݔ)݂ = ݇ + 4݅ − 1; 		1 ≤ ݅ ≤ ݊. 
Now the induced edge labels are 
݂∗(݁) = ݇ + 4݅ − 1; 	1 ≤ ݅ ≤ ݊ − 1, 
݂∗(݁ᇱ) = ݇ + 4݅ − 4; 		1 ≤ ݅ ≤ ݊, 
݂∗(݁ᇱᇱ) = ݇ + 4݅ − 3; 		1 ≤ ݅ ≤ ݊, 
݂∗(݁ᇱᇱᇱ) = ݇ + 4݅ − 2; 		1 ≤ ݅ ≤ ݊. 
Here p = 4n and q = 4n-1. 
Clearly, f is k-Heronian mean labeling of ܲ ⊙  .	ଵܭ3
Hence ܲ ⊙ ݊  is a k-Heronian mean graph, for all	ଵܭ3 ≥ 2. 
 
Example 2.8: 
50-Heronian mean labeling of ଷܲ ⊙  : is given in the figure 2.4	ଵܭ3
 

Figure 2.3: 225-HML of ࡼ⊙ࡷ	 
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Theorem 2.9: 
The graph ܲ ⊙ ݊  is a k-Heronian mean graph, for all	ଵܭ4 ≥ 2. 
Proof: 
Let ܸ( ܲ ⊙ (	ଵܭ4 = ݑ} ݒ, ;ݓ, 1 ≤ ݅ ≤ ݊} and ܧ( ܲ ⊙ (	ଵܭ4 = {݁ = ݑ) ;(ାଵݑ, 1 ≤ ݅ ≤ ݊ − 1} ∪ 
{݁ᇱ = ݑ) ;(ݒ, 1 ≤ ݅ ≤ ݊} ∪ {݁ᇱᇱ = ݑ) ;(ݓ, 1 ≤ ݅ ≤ ݊} ∪ {݁ᇱᇱᇱ = ݑ) ;(ݔ, 1 ≤ ݅ ≤ ݊} ∪ ൛݁௩ = ݑ) ;(ݕ, 1 ≤ ݅ ≤ ݊ൟ be 
the vertices and edges of ܲ ⊙  .respectively	ଵܭ4
Define ݂:ܸ( ܲ ⊙ (	ଵܭ4 → {݇,݇ + 1, ݇ + 2, … ,݇ + 5݊ − 1} by 
(ݑ)݂ = ݇ + 5݅ − 4; 		1 ≤ ݅ ≤ ݊, 
(ݒ)݂ = ݇ + 5݅ − 5; 		1 ≤ ݅ ≤ ݊, 
(ݓ)݂ = ݇ + 5݅ − 3; 		1 ≤ ݅ ≤ ݊, 
(ݔ)݂ = ݇ + 5݅ − 2; 		1 ≤ ݅ ≤ ݊, 
(ݕ)݂ = ݇ + 5݅ − 1; 		1 ≤ ݅ ≤ ݊. 
Now the induced edge labels are 
݂∗(݁) = ݇ + 5݅ − 1; 	1 ≤ ݅ ≤ ݊ − 1, 
݂∗(݁ᇱ) = ݇ + 5݅ − 5; 		1 ≤ ݅ ≤ ݊, 
݂∗(݁ᇱᇱ) = ݇ + 5݅ − 4; 		1 ≤ ݅ ≤ ݊, 
݂∗(݁ᇱᇱᇱ) = ݇ + 5݅ − 3; 		1 ≤ ݅ ≤ ݊, 
݂∗൫ ݁

௩൯ = ݇ + 5݅ − 2; 		1 ≤ ݅ ≤ ݊. 
Here p = 5n and q = 5n-1. 
Clearly, f is k-Heronian mean labeling of ܲ ⊙  .	ଵܭ4
Hence ܲ ⊙ ݊  is a k-Heronian mean graph, for all	ଵܭ4 ≥ 2. 
 
Example 2.10: 
50-Heronian mean labeling of ଷܲ ⊙  : is given in the figure 2.5	ଵܭ4
 

 
 

Theorem 2.5 
Any Ladder, ܮ is a k-Heronian mean graph, for all ݊ ≥ 2. 

Figure 2.5: 100-HML of ࡼ⊙ࡷ	 
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Figure 2.3: 50-HML of ࡼ⊙ࡷ	 
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Proof: 
Let ܸ(ܮ) = ݑ} ;ݒ, 1 ≤ ݅ ≤ ݊} and ܧ(ܮ) = {݁ = ݑ) ;(ݒ, 1 ≤ ݅ ≤ ݊} ∪ {݁ᇱ = ݑ) ;(ାଵݑ, 1 ≤ ݅ ≤ ݊ − 1} ∪
{݁ᇱᇱ = ݒ) ;(ାଵݒ, 1 ≤ ݅ ≤ ݊ − 1} be the vertices and edges of ܮrespectively. 
Define ݂:ܸ(ܮ) → {݇,݇ + 1,݇ + 2, … , ݇ + 3݊ − 2} by 
(ݑ)݂ = ݇ + 3݅ − 3; 		1 ≤ ݅ ≤ ݊, 
(ݒ)݂ = ݇ + 3݅ − 2; 		1 ≤ ݅ ≤ ݊. 
Now the induced edge labels are 
݂∗(݁) = ݇ + 3݅ − 3; 	1 ≤ ݅ ≤ ݊, 
݂∗(݁ᇱ) = ݇ + 3݅ − 2; 		1 ≤ ݅ ≤ ݊ − 1, 
݂∗(݁ᇱᇱ) = ݇ + 3݅ − 1; 		1 ≤ ݅ ≤ ݊ − 1. 
Here p = 2n and q = 3n-2. 
Clearly, f is k-Heronian mean labeling of ܮ. 
Hence ܮ is a k-Heronian mean graph, for all ݊ ≥ 2. 
 
Example 2.12: 
200-Heronian mean labeling of ܮହ is given in the figure 2.6: 
 

 
III. CONCLUSION  

 
Graph labeling has its own applications in communication networks and astronomy, so enormous types of labeling 
have grown.  Towards this k-Heronian mean labeling is also a kind of labeling which an extension of Heronian mean 
labeling.  In this paper we discussed  k-Heronian mean labeling of the graphs, Path, ܲ ;	ଵܭ݉⊙ 1 ≤ ݉ ≤ 4 and 
Ladder. 
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Figure 2.6: 200-HML of ࡸ 
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